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Ergodic Control is multiple things

1. A measure from thermodynamics / statistical mechanics / information

theory, connecting representations of robot trajectories to
distributions

2. Specification of behavior, making some behaviors easier to specify
1. An alternative to the use of trajectory error in the state space as
2. Clarifies what the word ‘random’ means

3. Ajustification for using spectral representations, which have

excellent scaling properties (e.g., scaling with respect to number of
entities in an environment)

4. A design paradigm for robot behavior



What We Will Learn Today

1. Atutorial on both ergodic metrics and ergodic control
1. Assumes no background in ergodic...anything
2. How to use some standard implementations of ergodic control

1. Starting with SMC, trajectory optimization, sampling-based
methods, diffusion equations

3. Applications, applications, applications

1. HRI, distributed search, manipulation, machine perception,
reinforcement learning ... robotics has a lot to gain from ergodic
control

4. We will end with design approaches and current challenges.



We Will Also Learn Other Things!
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Welcome and Introduction (Todd)
Why do we care about ergodic control? (3-min pitches by organizers)
Technical introduction to ergodic control (Katie)
Implicit Q&A (Ian)
Teaser (Guillaume)
Coffee break with posters presentations
:30-11:00 Sandbox codes (Todd, Muchen)
:8-11:20 Traj-Opt/Direct transcription (Ian, Henry)
120-11:40 Ergodic control using diffusion, HEDAC (Stefan)
:40-11: Ergodic control in 1D, 2D, 3D and more! (Sylvain)
:55-12: Teaser (Guillaume)
Lunch break (lunch boxes available)
Sampling-based approaches (Todd, Guillaume, Muchen)
Applications: HRI and biology (Katie)
Applications: Search with UAVs (Stefan)
Applications: Duration, reachability and optimality in exploration (Ian, Henry)
Applications: Whole body exploration, insertion tasks, drawing, HEDAC on point clouds (Sylvain)

Applications: Runtime robot learning of neural networks for perception and RL (Todd)

Teaser (Guillaume)

Coffee break with posters presentati

Multi-Robot Coverage (Guillaume)

Learning ergodic heterogeneous distributions (Ananya, Guillaume, Ian)
Design considerations (Todd)

Closing Remarks, Grand Challenges (Todd, Sylvain)
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Unsupervised Physical Learning

Robots create perception
pip elines throu gh Entropy Dist with Trajectory Environment Camera View

automated data 3 .
collection, and ergodic \
control guides sensory " 4
experience without A =

Robot State(pink)

supervision.

The robot's motion is ergodic with respect to the spatially distributed entropy

Comparison of Model-Based, Model-Free,
and Hybrid Reinforcement Learning

NN-MPPI

Hybrid

MuJoCo Half Cheetah

Pinosky A, Abraham |, Broad A, Argall B, Murphey TD. Hybrid control for combining model-based and model-free
reinforcement learning. The International Journal of Robotics Research. June 2022. doi:10.1177/02783649221083331




Sylvain Calinon’s Ergodic Pitch

EEEEEEEEEEEEEEEEE



Ergodic control: Why is it exciting ?
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Generality of the formulation: Tracking as special case of ergodic control

Krarget distribution \

Start point
(0]
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Natural exploration
without any randomness!



Ergodic control: Why is it exciting ?

Input: Spatial distribution
Output: Control commands

e ",\,‘v P Ergodicity: Difference
- £ between the time-averaged
W spatial statistics of the agent's
@ trajectory and the target
.| distribution to search in

Simple cost:
Matching Fourier series coefficients

. fixed weights
— Simple yet powerful . / o
principle! min Z Ak:(wk; - wk)
ult) ek



https://docs.google.com/file/d/1q0weWHj5d-7m_0cxOk5YmOUVu8vxzGQm/preview

Ergodic control: Why is it exciting ?
* Deep fundamental challenges linking machine learning, optimal control, signal processing

and information theory

* Achieves manipulation tasks robustly, by not only relying on accurate sensors, but instead
using a control strategy to cope with limited or inaccurate sensing information

SMC

* Different from stochastic or patterned search! — Provides a natural way of searching

Ergodic search Stochastic search Patterned search

HEDAC

— does not take into — optimal only when
account motion cost! duration is known!



‘ Guillaume’s Ergodic Pitch |
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http://www.marmotlab.org

Informative Path Planning (IPP)

Monitoring

| e

Lidar Camera Thermal sensor Gaussian distribution

Popovi¢, Marija, et al. "An informative path planning framework for UAV-based terrain monitoring." Autonomous Robots 44.6 (2020): 889-911.
Schmid, Lukas, et al. "An efficient sampling-based method for online informative path planning in unknown environments." IEEE Robotics and Automation Letters 5.2 (2020): 14
1500-1507.
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Single-Agent Ergodic Coverage

2(1.6) = ) a(c(¥(©) - &)’

k=0
Find controls that
minimize the ergodic metric
subject to dynamic constraints

u’ = argmin, @ (y,<)
subject tolq = f(q(t), u(t))l
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Multi-Agent Ergodic Coverage
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Candidate trajectories Optimal trajectory

Time-Average Statistics
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https://docs.google.com/file/d/1K6jveGXNB0dpr06PY_Znwq5FdHqDVS7Q/preview

Heterogeneous Multi-Agent Coverage

Omnidirectional

E;%:‘gggﬁfy Coefficients of different spectral bands Reconstructed

representative map

High
Information

Assignment to
test map
spectral bands

Low
Information

Curve-constrained
Low-range Coefficients of different spectral bands Reconstructed

High-fidelity representative map
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A Path Towards Deterministic and
Intentional Robotic Exploration

lan Abraham,
Asst. Prof Mechanical Engineering and Computer Science,
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Why Ergodic Control is Exciting!

rgodlc Exploration/Search
Deterministic Exploratory Behaviors
* Nonlinear/nonconvex problem with many “good” local
minima
« Many solutions to the same problem
» Independent of robot dynamics/spatial
scale/sensor/information measure
» We can analyze exploration from a more general
perspective
* Non-Myopic Exploration (formulated over long planning
horizons)

Learning Task

[ICRA 2024] Seewald, et al. "Energy-Aware Ergodic Search: Continuous Exploration for
Multi-Agent Systems with Battery Constraints."

[RSS 2023] Dong, et. al. “Time-Optimal Ergodic Search”

[ICRA 2023] Lerch, et. al. "Safety-critical ergodic exploration in cluttered environments via control
barrier functions

[TASE 2023] Abraham , et. al. "An ergodic measure for active learning from equilibrium."

Yale scHOOL OF ENGINEERING ——
& APPLIED SCIENCE l,




Ergodic Control facilitates Human Robot

Interaction =\
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Stefan’s pitch: Ergodic control driven by the heat equation

Applications: UAV search, surveying, spraying
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SMC

HEDAC

# Initial robot state
paran.xo = [0.5, -0.3, 0.9, -1.8, 0.0, 1.5, 1.6]

# Number of gaussians

5 param.nbGaussian = 2

8., def ergodicControl(x, t, wt, param):

# Depends on the current position only here, outputs: dphi, phix, phiy, phiz

Iteration: 1
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—e— Optimized trajectory
@ Initial state

10 ang = x[:, np.newaxis] * paran.rg * paran.omega
1 phi1 = np.cos(ang)
e dphil = -np.sin(ang) * np.tile(param.rg, (param.nbvar, 1)) * param.omega
3 phile, param.sx-1]. flatten()
1 phil[1, param.yy-1].flatten()
15 phil[2, param.zz-1].flatten()
16 dphix = dphi1[e, param.xx-1].flatten()
17 dphiy = dphi1[1, param.yy-1].flatten()
18 dphil[2, param.zz-1].Flatten()
19 dphi. = np.vstack(T[dphix * phiy * phizl, [phix * dphiy * phiz], [phix * phiy * dphiz]])
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